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Statistical analysis of measured signals from counting systems is a common method to increase the
accuracy and precision of peak position and peak area. The most common approach to analyze data
gained from counting systems is to fit the data peak by peak using an appropriate probability density
function (PDF) like a Gaussian function. Since a counting system creates histograms, the counted data
do not represent data points of the anticipated PDF. Therefore, one should not fit any PDF directly to the
histogram data. Here we present a solution to this problem by fitting distributions instead of densities. A
simple formula allows to correct for Poisson statistics and dead-time effects. The improved peak analysis
method is applied to mass spectra obtained from a recently developed proton-transfer-reaction time-of-
flight mass spectrometer (PTR-TOF) enhancing the mass accuracy and peak quantification.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The statistical information provided by a high number of
repeated measurements (counting identical particles) is used to get
peak position accuracies that are better than those reflected by the
difference between two measured points. A widely used method is
to fit a probability density function (PDF) to each peak. The expected
value of this PDF is interpreted as the peak position. This is the com-
mon approach to analyze data gained from counting systems (e.g.
[1-6]). However, this method is incorrect and gives wrong results.
In Section 5 of this paper we present a correct method to analyze
peaks of histograms and show the influences on peak areas and
peak positions.

To get accurate results, the data have to be corrected for Poisson
statistics and dead time effects. In Section 4 we give a summary of
these aspects including the detailed derivations of the associated
correction formulas. It should be easy to adopt each of them for
other applications than PTR-TOF mass spectrometry. Although the
results of this work are useful for any analysis of histogram-data
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derived from counting systems, we use the terminology of the time-
of-flight mass spectrometry. In order to prevent misunderstandings
and make it easy to determine which aspects apply to other systems
we briefly describe the PTR-TOF.

2. Nomenclature

¢ The time-of-flight (TOF, flight time) of an ion is the time between
the triggered ion extraction and the ion’s detection.

¢ The time-of-flight axis is divided into equidistant intervals. The
interval in which an ion is detected is referred to as (time) bin.
The bin width is the temporal resolution of the time-to-digital
converter.

e Co-arriving ions are ions which arrive within the same bin at
the detector. The counting system that has been described has
1 bit resolution and is therefore prone to miscounting whenever
co-arriving ions are expected. Co-arriving ions are also present
for small average counting rates much lower than one ion per
extraction.

3. Instrument and experiments

The PTR mass spectrometry is a widely used technique for online
monitoring of volatile organic compounds [7,8]. The PTR-TOF pro-
vides the possibility of measuring very low concentrations (pptv
level) of volatile organic compounds with a high mass accuracy (a
few ppm). The presented research is based on the need for accu-
rate data analysis to take advantage of the PTR-TOF potential. Since
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the PTR-TOF is well described in the literature [9,10], only a short
description is given here.

The PTR-TOF instrument is an orthogonal acceleration reflectron
TOF mass spectrometer (Tofwerk) with a PTR ionization source. The
PTR hollow cathode ion source and the corresponding drift tube
section (e.g.[11]) produce a continuous beam of ions. This ion beam
iscollimated by an Einzel lens system and transferred into the accel-
erator of the TOF mass spectrometer. The accelerator extracts ions
into the field-free region with a constant frequency in the range
of tens of kHz. The ions are reflected one or three times by the
reflectrons before they reach the detector. A time-to-digital con-
verter (TDC) coupled with a constant fraction discriminator (CFD)
and a microchannel plate detector (MCP) counts the ions. Since the
TDC works on a one-bit and one-channel basis, the recorded spec-
tra for individual extractions show mostly 0 and occasionally 1 ion
per time bin. Thousands of these extractions are summarized to
give one histogram. These histograms are saved as single spectra
per time interval (typically between 0.1 s and 1 min). An arbitrary
number of such spectra can be collected to record time series of
concentrations. PTR-TOF applications are flux measurements [12],
breath gas analysis [1], detection of solid high explosives [13],
organic aerosol research [14] and many others.

For this work we used real data from PTR-TOF measurements
and simulated data for demonstration purposes. The simulated data
was used to compare results with the real values of the underlying
ion flight time distributions. These real values are not known for
measured data. Additionally the simulated data is used to demon-
strate the principles of the presented data analysis methods and
make the results easy visible in graphics.

4. Poisson statistics and dead times

Poisson statistics and dead times affect every counting system.
Both can cause considerable distortions of peaks in a spectrum.
The resulting adverse effects have been well described in the liter-
ature of the last decades but most of the corresponding publications
focus on nuclear particle detection (e.g.[15,16]). Some of the newer
articles are related to non-Poisson processes and dead time issues
(e.g. [17,18]) demonstrating the lasting interest in dead time cor-
rections. A correction for Poisson statistics and one type of dead
time effects is presented in [19]. Gedcke presented a easy appli-
cable function to correct for both types of dead time effects in
time-of-flight mass spectrometry (without derivation or Poisson
statistics) [20]. We are describing the relevant aspects of Poisson
statistics, extending dead time effects and non-extending dead time
effects for our purposes. The result is a simple function that is
directly applicable to the measured data for correction of all effects
described here.

4.1. Poisson statistics

The number of ions taken from a continuous beam that are
detected within a given period of time is subject to variations
described by Poisson statistics. The number of co-arriving ions
that are available in a single extraction is Poisson distributed with
parameter A. This parameter represents the real average rate of
such ions available in the extractor. The probability of having k co-
arriving ions available for one extraction is given by the probability
density function of the Poisson distribution:

k
A —A

P(k) = T7e

(1)

Since the detector can only distinguish between either O or at least
1 ion, the value u for the measured number of co-arriving ions is

given by:
i=Fo)—F0)=1-P0)=1-—e" (2a)
where
n n k
F(n) = ZP(k) = e”\z% (2b)
k=0 k=0

By solving Eq. (2a) for A we deduct the real counting rate, A, cor-
rected for Poisson statistics (but not yet corrected for dead time
effects) from the measured counting rate, u, by:

A=—1In(1-p) (20)

Since a single spectrum (=one extraction recorded by a TDC) shows
either 1 or O ions in each bin, the statistics cannot be applied to a
single extraction. Therefore, histograms are built by summing up
series of extractions. The measured counting rate u is then given by
the number of detected ions m divided by the number of extractions
r. And the number of ions that have really been extracted n for one
bin of this histogram is given by:

n=-rin <1—?) 3)

This formula corrects the effects of co-arriving ions using the Pois-
son statistics.

4.2. Dead-times

Whereas co-arriving ions affect only the count rate for the bin in
which they reach the detector, dead times impair the correct detec-
tion of ions for a lot of bins just after a counting event. Dead time
windows are caused by finite response times of MCP and CFD result-
ing in pulses that are considerably broader than one bin width. All
binsinside these pulses are blinded out by an arriving ion. By defini-
tion of the dead time, counting systems are not capable of detecting
more than one ion during a dead time event.

4.2.1. Non-extending dead time

The TDC sampling rate induces a dead time similar to the CFD
pulse. Both dead times are not extended by any further ion arriving
within the dead time window, hence the name non-extending dead
time (NEDT). The first ion leading to a detector pulse after the NEDT
is the next ion which is counted. Both, TDC and CFD have an NEDT.
The larger one determines the resulting length of the NEDT window.

During an extraction it is not possible to detect a second ion
inside the dead time window. Therefore, the number of extractions
for each bin within this dead time interval has to be reduced by one
to get the number of “contributing extractions”. For convenience
we use the term “contributing extractions” for extractions to be
considered to potentially contribute to the determination of the
counting rate of the ith bin. The number of contributing extractions
for one bin equals the number of performed extractions reduced by
the number of ions counted inside the dead time window before
this bin. Thus the formula that corrects for co-arriving ions and
NEDT is given by:

m'

ni=—rln< ——’), (4)
Si

where the index i specifies the ith time bin and s; denotes the

number of contributing extractions of bin i:

i—1
Si=1— ij,z?<i, (5a)

j=i~One

where . denotes the NEDT in number of bins.



74 T. Titzmann et al. / International Journal of Mass Spectrometry 295 (2010) 72-77

The sum in Eq. (5a) equals the number of ions registered within
the dead time window before bin i. When combining it with the
extending dead time this formula has to be rearranged:

i—1

s=r 1_22 (5b)

Jj=i—Une

4.2.2. Extending dead time

The MCP also features a dead time since MCP-pulses have a non-
zero width. Similar to the NEDT the MCP dead time inhibits the
counting of an ion within the dead time window initiated by the
arrival of an ion in one of the preceding bins. In contrast to the
NEDT, the MCP dead time window is extended by every further ion
arriving at the detector inside the dead time window, hence the
name extending dead time (EDT). Therefore it is necessary to take
the real A; into account.

Derivation of the EDT correction:

Let EDT be 1 (e =1 bin). An ion can only be counted in bin i, if
no ion was present in bin i — 1. The probability for this condition is
given by P;_1(0). So the number of contributing extractions is given
by:

si=r-P;i_1(0) (6a)
With ¢ =2 we get:
si=r-P;_1(0)P;_»(0) (6b)

as number of contributing extractions (no ion arrives in the previ-
ous two bins).
For any given v it then follows:

i-1
si=r [] P (60)

j=i-e

Using P;j(0)= e, Aj=n;[rgives the corrected number of contribut-
ing extractions for the ith bin:

i1
s =rexp —Z—J (7)

T
Jj=i—ve

4.3. Dead time and Poisson correction

Combination of EDT and NEDT for the number of contributing
extractions gives:

i—1-e i-1

Si=T1 1—2? exp —Z% (8)

Jj=i—Vne Jj=i-ve

We eventually get the formula to correct spectra for Poisson statis-
tics, EDT and NEDT by inserting Eq. (8) in Eq. (3):

-1

v i1

m; J J

nj=-rin|1-| =2 1- - ex = 9

i - g - p E ; (9)
j=i—Une j=i—"e

Note that this assumes that all A; are constant during r extractions.
The histogram summed up over r extractions can be turned into
corrected spectra by applying Eq. (9) to each bin from left to right
(i=0,1,2, ...). The period for a single extraction times the number
of extractions, r, is the acquisition time for one spectrum. On the
one hand, the acquisition time should be chosen to have enough
extractions to guarantee statistical behavior and on the other hand
to be short enough to have constant A;. The effects of these correc-
tions depend strongly on the signal intensity. This is demonstrated

Fig. 1. Effects of the Poisson and dead time corrections. Both peaks are taken from
the same PTR-TOF-spectrum which was recorded over 6 min (12 x 10° extractions).
The correction for dead time and Poisson effects was done on the 1 s single spectra,
each of them based on 33,000 extractions. One second is short enough to assume
constant A; and the number of extractions is high enough to presume statistical
behavior. The more intense peak at m [z=30 causes a relatively stronger correction
effect.

in Fig. 1. Signal intensity means ‘ions per bin per extraction’ in this
context. The intensity of the correction is not only influenced by
the concentrations but also by the peak width and the bin width.
Therefore, no simple relation between concentrations and correc-
tion effects can be evaluated. For example:

(a) Doubling the bin width results in a doubling of the ions per bin
ratio.

(b) A change of the instrument settings which decreases the peak
width would increase the number of ions per bin.

(c) Peaks at lower m [z ratios cover fewer bins and show more ions
per bin than similar peaks at high m /z ratios.

In all these cases the concentration of the ions does not change
but the ‘ions per bin per extraction’ ratio and the effects of the
correction increase.

For low intensity peaks the direct effects of these corrections
may be very small. If one of the more intense peaks of a spectrum is
used uncorrected for calibration purposes (e.g., the mass axis), the
introduced error would of course affect all other peaks. For example
the exact m /z of the corrected and the not correct peak at m/z=21
differ by 4 ppm and the corrected peak shows 4.37% more counts.

5. Improved peak analysis
We define the relative mass deviation (RMD) as:

RMD = ¢

(10)

where m denotes the exact mass calculated from the atomic com-
position of an ion and a denotes the respective measured mass. The
maximal RMD in a mass spectra data set is often interpreted as the
mass accuracy and is given in units of parts per million (ppm). If one
determines the peak position from the measured data without any
additional analysis (e.g., choosing the position of the maximum as
the peak position) the remaining uncertainty of this position is up
to +0.5 bins. Table 1 illustrates the relative mass deviation across
the mass scale assuming a typical flight times of 30 s form [ z=300
ions, a bin width of 200 ps and a deviation of 0.5 bins.

Table 1
Relative mass deviation of the measured data for 0.5 bins uncertainty (bin
width =200 ps, TOF=30 s at m [z = 300).

m/z 20 50 100 200 300
RMD [ppm] 27 17 12 8 7
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Fig. 2. Cumulated data and Gaussian CDF fit. The data represent one peak. After
locally cumulating the data a distribution function is fitted. The data points of the
cumulated peak are nodes of the distribution. The original (not cumulated) data are
shown in Fig. 3. Note: The Area-parameter for the CDF equals its maximum.

A high-resolution TOF spectrum with reasonably well shaped,
intense peaks, however, often allows us to measure peak cen-
ters with relative deviations of a few ppm by means of statistical
methods. In high-resolution mass spectrometry it is common to
use peak-fit routines to achieve such results. We will show that
interpreting peaks in TOF spectra as nodes of probability density
functions (PDFs) is mathematically incorrect and we are presenting
a correct and more robust alternative method.

5.1. Fitting distributions instead of densities

The ith data point of the spectrum represents the number of ions
which arrived within the ith time bin. Let ¢ be the bin width, thus
each ion arriving in the (left-open) time interval ((i — 1)t, it] counts
for the ith data point. Using this data point as a node for a PDF fit
is like assuming that each ion counted at the ith data point arrived
exactly at time it. For obvious reasons, fitting the data this way
may lead to wrong estimates for both the area and the expected
value of the arrival time. One can solve this problem by cumulat-
ing the data piecewise, bin by bin and peak by peak. Cumulating
the data this way gives the correct nodes for a cumulative distri-
bution function (CDF). A PDF may be calculated from the CDF, if
necessary.

All fits presented below are done by approximating the data
using a least-squares-algorithm. The parameters for the Gaussian
functions are Area, 1 and o. Area denotes the number of ions per
peak. This is the area of a PDF, but the maximum of a CDF. The
starting values for the approximations are determined from the
measured data or set equal the parameters of the simulation.

We determine the starting values from the measured data by
Area= number of counts, w = the value where the measured data
have their maximum, and o = FWHM [ 2.35 where FWHM is the
full width at half maximum of a peak. The FWHM can roughly be
estimated from the measured data and this gives sufficiently good
starting values.

To demonstrate the impact of using the valid model (CDF) as
opposed to the flawed approach (PDF) for measured data, we show
spectra with 625 ps bin with and simple Gaussian fits, so the vari-
ations between the two methods are easily visible. The result of
cumulating one peak and applying the CDF fit is presented in Fig. 2.

Differentiating this CDF will give the corresponding PDF for the
ion arrival distribution. Fig. 3 shows the PDFs resulting from both
methods. In this example the expected values of the arrival times
differ by 43 ppm and the evaluated areas differ by 0.4%. Note: The
variation in mass accuracy is twice the variation in time-of-flight.

Fig. 3. PDF of a conventional fit and the cumulative fit. The dashed PDF is calculated
from the CDF in Fig. 2. The continuous line shows a PDF directly fitted to the data.
Significant differences in peak position (43 ppm) and area (0.4%) are observed.

From a measured peak the underlying PDF cannot be deter-
mined with absolute certainty. Therefore we simulated data to
demonstrate the variations between the two methods.

Gaussian distributed arrival times with parameters Area=
20, 000, 1t =42 and o =3 have been used as a shared data base for
all of the simulations below. The simulated data points are equidis-
tantly spaced in time (arbitrary time units) and the bin width is
assumed to be 10 time units. For data set A we assume the right
edge of the bins at time units 10, 20, 30 and so forth, the bin edges
for data set B are shifted two time units to the left relatively to data
set A (8, 18, 28,...). No noise was applied to the simulated data,
making the fits straight forward.

Fig. 4 shows the different results of conventional fits of these
two data sets. The known parameters of the simulation were used
as starting values for the approximation. A valid model, applied to
data sets A and B, respectively, should produce identical and correct
results. However, the small change in bin positions leads to a non-
negligible difference in the fitted PDF. The cumulative fits, however,
give correct results for both data sets.

Furthermore the CDF fit method is less affected by higher bin
widths than the conventional PDF fit. Based on the simulated data
a second pair of data sets was produced with a bin width of 15 time
units. The right edge of the first bin of dataset A is located at time

Fig. 4. Simulated data and the resulting fits for different bin positions. Data sets A
and B are taken from the same simulation based on a normally distributed data set
with parameters Area =20, 000, £ =42 and o = 3. The positions of the bin edges of data
set B were shifted by two time units. Fitting one of the data sets should produce the
same result for each of them. The conventional PDF fit shows significant differences
between the two fits, whereas the results of the CDF fits are really close to each
other. Note that the CDF fit of data set A is masked by the CDF fit of data set B.
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Fig. 5. Problems of conventional fits at high bin widths. The data is based on the
simulation used for the data in Fig. 4 (normally distributed with Area =20, 000, i =42
and o =3). But bin widths for both data sets have been extended to 15 time units.
The differences between the conventional fits have dramatically increased. The CDF
fits give still good results and match the parameters of the simulation.

unit 7, and at time unit 5 for data set B, respectively. Additionally
we changed the starting value of o to 4 (instead of 3), since deriving
the best starting values for the fits from the measured data is not
always an easy task, in particular when noise or jitter affects the
data. The other starting values for the fits were the same. For data
set A (Fig. 5) the variation of TOF is 0.668 bins in this example.
Using other starting values, one can also produce a peak having its
centroid on the right side of the measured maximum.

Fewer data points per peak or not perfectly chosen starting
values may produce really faulty results with the conventional
method, whereas the CDF method is more stable with respect to
perturbations in the data.

The differences obtained between fitting a PDF or a CDF depend
on the number of data points per peak, they decrease with an
increasing number of points.! In most cases the methodical errors
of the conventional PDF fits are reduced by adjusting areas to the
number of measured counts or using calibration data to get good
peak positions. The average shift of the position (approximately 0.5
bins, particularly for small bin widths) might be corrected, however
the additional variation of the estimated peak position cannot be
corrected and may contribute in different amounts or directions.
Furthermore, applying a faulty approach and reducing the induced
errors afterwards is not a good procedure.

5.2. Peak shape and bin width

Our TDC (according to [21]) is usually operated with a bin width
0f 200 ps. As there are more bins per peak compared to the bin width
of 625 ps, the influence of the peak shape is stronger and a Gaussian
fit is not good enough. For our purposes we used a fitting function
consisting of a Gaussian part and a extreme value distribution to
account for the non-Gaussian peak shape:

PDF(t) = 0 (8&(t) + M¢))

t t
CDF(t)_0<8/ E(x)dx-i—/ /\/’(x)dx)

1 This should not be mixed up with the number of ‘ions per bin per extraction’,
which is significant for the effects of the corrections described in Section 4.

(11a)

(11b)

Fig. 6. PDF of a conventional fit and the cumulative fit for data recorded with 200 ps
bin width. The better resolution for the peak position gives visible less differences
between the both approaches. However, in relation to usually reported mass accu-
racies of a few ppm the difference is not negligible.

where
1 (t— )
t)= ex _—
A o2 p( 202
0 yE<pu—nm
= t—p—n\"%
&) an‘”(tu+n)“e><p<(’;"> > Jt>p—n

The free parameters for these functions are 6, §, i, o, n and «. The
Area is given by Area = 6 (8 + 1), « has to be greater than 0.

Fig. 6 shows this adapted function. The variation between the
conventional fit and the CDF method is visibly smaller for data with
higher time resolution than for datarecorded with 625 ps bin width.
Nevertheless, the difference between the derived flight times in
this example is still 11 ppm. This variation is thus at least twice the
accuracy normally reached.

6. Summary

In this paper we presented a simple and directly applicable for-
mula to correct for Poisson statistics and all dead time effects in
one go. Dead time and Poisson corrections are easy to implement
and should be done for every counting system.

Fitting PDFs directly to the measured spectra is not only
mathematically incorrect, but the errors may cause considerably
worse results with respect to precision and accuracy of both
the peak position and the peak intensity. Choosing the incor-
rect approach does not only affect each individual peak but can
also have adverse consequences for whole mass spectra if poorly
fitted peaks are used for mass scale calibration purposes. There-
fore, all peaks should be fitted by CDF after cumulating them in
order to get accurate results. A valid model for estimating the
expected value for the peak position must at least be invariant
to the relative position of bin edges and the peak maximum. This
is the case for the CDF method but not for conventional PDF
fits.
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